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MICROCOMPUTER CONTROL FOR THE
SUPERCONDUCTING MAGNETIC ENERGY STORAGE SYSTEM

Max J, Seamons, E-8
and
Alphonse L, Criscuolo, E-8
Los Alamos National Laboratory
Los Alamos, Now Mexico

Abstract

The microcomputer-hased,

aitomatic contro)

and data acquisition

system for the Superconducting Magnetic Energy Storage system is

described.
{dentification of its major
discussion of the control
distributed control and
interprocessor timing and
master-slave relationship,
thy topics discussed,

1. INTRODUC' 10N
The Superconducting Magnetic Energy Storage
(SMES) system will function as & 'cesless
stabilizer for the x electrical power Intertle
betws..n the Pacific Northwest and Southern
California, Potentially hazardous, low-

freque.cy power oscillations occurring on this
intertis w#ill be dampensd hy enchanging energy,
in the proper phase, between the intertie and
the superconduccing magnet.
An automatic control and data acquisition system
(C/0AS) iy required for SMES tc  provide
efficient, reliable, unattended vperation of the
system and to provide data for evaluating system
performance in real-time and off-1ine modey,

2. SMES SYSTEM
Functionally, SMES may he organized
major subsystemy, (1) enerqy tranifer and
storage, (2) cryogenics, amd (1) contrnl and
data wquisition, However, for the pyrpose of
fdentifying  units of  hardwarn and
intefaces, 1?2 subsystems are (dentifiad,
fum:tion of aeach of these will be
briefly.

inte threa

their
The
descrihad

A Dbrief discussion of
systems
and data acquisition
data
commun ‘cat {ony,
and man/machine

the function of SMES and
is followed by a detailed
system, The
acquisition architectyrs,
task scheduler,
interface are some of

2.1 ENERGY-RELATED SUBSYSTEMS

The ac-dc converter and superconducting coil ire
the two subsystems that provide transfer and
“torage, ragpectively, of energy. The 17-Mi
converter accepts 13.8-kV ac voltage from the
intertie and transforms it to & dr voltage
ranging from O to 2500 V, which Is wpplied to the
cofl, The coil stores the nnergy removeu from
the intertia in {ts magnetic field and may
conduct up to 3000 A, The magnetic energy may be
returned 0 the intertie by operating the
convarter in the regenerative mode.

2.2 CRYOGEMIC-RELATED SYSTEMS

The cryogenic function of SMES
the dewar, refrigerator, gas recovery, liquid
nitrogen, and hast rejection subsysctems, The
cryogenic subsystems maintain the extremely cold
enviransent requiread to cause tha coil td becore
suparconducting. The dawar containy the 1liguid
helium in which the col! {3 submeryed ond (s
designea to reduce the heat transferred to the
coll from the outiide environment, The
rifrigerator raplenishes the liquid hellum lost
in the Jdewar due to heat gair from the coil leads

fs satisfied by



and the environmeat. The gas recovery system
removes the gateous helium from the dewar and
supplias helium to the refrigerator during peak
demands. The heat rejection system removes heat
from the various compressors in the refrigerator,
vacuwn, and gas recovery systems,

2.3 CONTROL-RELATED SYSTEMS

The control and data acqu:.sition functions are
satisfied by three computers, the B8onneville
Powver Administration (BPA) interface
electronics, an minterruptable power supply,
and an  electronic protection subsystem,
Autrmatic contrnl of SMES is nravided by one of
the three computers. The two other computers
acquire and store data from SMES The BPA
interface provides for SMES power set-points
transmitted by microwave from

Sra's  cenls 2!

controi facility. This interface also passes
status information to and fiom BPA's supervisory
control and dats acquisition system, The

uninterruptabla power supply offers clean power
to the computers and Instrumentation anmd avoids
baot -up delays encountered during
dropouts, The electronic protection system s a
hardwired 1nterlock system that acts in parallel
down SMES In an

power

with the computer to shut
amerqen.y.

3. CONTROL AND DATA ACQUISITION CONFIGURAT [ON
The SMES aystem requirvements that influenced the
choice of computoers,
interfaces are discussed In this section,

3.1 SELECTION OF LST-11/23 COMPUTER

The .ontroller for SMFS Is a computer for the
usual reasons of low cost, market availability,
widesproad support, flaxibility for
fncreasing  capabtlity amd  changing
sequencn, and compdatibility of data format with
machines that analyee the system data,
thers s not 4 specific set of requirements that

architecture, and

market
contrnl

Hownrver,

leads to the choler of the DEC  LS1-11/23
microcompute:  for  SMFS, The facturs thet
affectml the computer teletion included the
following,

(1) The BPA wuso. the DEG POP-11 family of
cemputors  antensivnly, Selecting a4 computer

from this allow wuse of B8PA
programming portability of
programs betwean systems, and ease communications
between BPA Laboratory
programers.

(2) The Laboratory has considerahle experience
with DEC POP-11 and LSI-11 computers.

(3) The size, price, and performance tradeoffs
indicated that the LSI-11/23 was the best choice
between the PDP-11/34 and L5I-11/2 computers.

3.2 DISTRIBUTED COMPUTER ARCHITECTURE

The distributed computer architecture was
selected primarily to allow the maximum possible

family would
resources, permit

programmers and

data acquisition rate using standard,
commercially avaflable hardware. The high dats
rate  was imosed by the ac-dc converter

subsystem, which has 6 signals requiring a sample
rate of 200 times a cecond each.

Another significant factor that influenced the
architecture was the uncertain configuration of
the SMES system at the time of the computer

purchase. One configuration had the computer
more than 400 feet from the other SMES
subsystems. Distributed computers permit the

data acquisition computers (slaves) to be claser
to the soyrce of the data points, while keaping
the control computer (master) with its peripherals
and man/machine interface at a remote Incation.
3.2.1 Desirable Characteristics

Some of the desirahle
distributed computers include (1) segrogation of
tasks, ()
(3) redundancy.

The data acquisition rate s increased by
segreqating  the tasks from the data
acquisitinn tasks, This provides greacer (PU ang
memory resources to thesa tasks. This ,eparation
of taskn also glves
modularization to the software. The Jata
acquisition Lasky can be wnll defined and must

characteristics of the

fncreased expansion capability, and

control

level of

another

execute as fast as possihle, Tor those reasons,
Justified in coding the
wvsemhly  Ningue. The

4 proqrammer is
algorithm, in contrenl
sequences, which are not nearly ay well defined

and, therefore, more prone to changes, may he



written in a hirh=level
in the master computer.
The multiple computers of the distributed system
offer more real estate far expansion without the
concerns of bus loading or bus length.

The multiple computer~ allow various forms of
redundancy. The same system function may be
served by more than one computer. Each of the
computers may monitor some of the activities of
the other computers,

3.2.2 Undesirable Characteristics

Three undesirable characteristics that
immediately come to mind are communications,
debugging, and task separation. When there s
more than one computer in a system, there Is a
need for them to commun {cate, This
communication link may be made as slow amd
complicated as one can tolerate.

The slave computers do not have the peripherals
nor the debugging aids that are available to the
master. This makes fixing the hardware and
software more difficult unless one is willing to
develop the necessary tools,

Task separation is a double-edgrd sword. It
offers the advantaqes described above, but it
also may be troublesome {f the task hreakdown
and location are not done correctly,

3.3 INTERFACES

The SMES system has a wide variety of interfacrs,
each of which .wust be transformed to s.andara
logic
in the system hlock diayram in Fig. ).

3.3.1 Binary [-0

There are apprcximately 134 binary inputs and 7%
binary outputs that the C/DAS must hamdle.
These signals range from 22 Var on the
ref-igerator to dry contxt closures on thr
ac-cc converter., DOue to the large numbar of
signals, the range of signal levels, and groumd
Yoops betwren sulsystems, a
point was desiqgned,
foot junctinn hox In which aptical couplar, are
used to  interfacr  the s{gnals with the
computers, Each of the hivary amd
stgnals 15 broughl into this Junction box Haf wre

language for execution

levels, These Intorfaces are Summarizet

cenlral  interface

It conilsts of A 6 &4 h « 1

analoy

being routed to the computer.
3.3.2 Analog 1-0
There are approximately 78 analog
analog outputs. These signals range from
millivolt thermocouple Ilevels to +10-V ac-dc
converter levels. To reduce the noise levels on
these signals, the
been taken.
(1) Clean power hes been routed to each subsystem
through ultra-high f{solation transformers from
the uninterruptable power source.
(2) Al signals are conducted on
shielded wired pairs,
(3) Care has been exercised with ground pointc to
eliminate ground locps.
(4) A1l signals are passed through analog filters
in front of the A-D converters.
(5) Differential A-D converters are used on all
channels,

4, DISTRIBUTED COMPUTER CHARACTERISTICS
Some of the functions C/DA> will manage are:
(a) respond to power demands transmitted by
microwave from BPA,

fnputs and 7

‘0llowing precauntions have

twisted,

(b) perform real-time performance monitering and
control of th~ various subsystems of the SMES,

(c) respond to 1Inzal operator requests for
control and displays, and

(d) pravide limited archival data storage.

4.1 SUPERVISOR COMPITER

One of the threr computers, designated the
supervisor  (SUPR) or master computer will
function a5 the central communications point for
the C/DOA5S. The SUPR 1+ mquipped with a keyboard
CRT, dual floppy serial
general purpnse timers, and RSZ23I7? communications
inter faces, The raesources of the SUPR  are
summar ized in [ig. 2. lhe OFC RT=11 operating
system 18 used a3 the hase sofiware system in the
SUPR, and most of the SUPR coftwars s (bring)
written in FORTRAN,

4.2 SLAVE COMPUTCR';

The other two com iters,
have no peripheral  equipacnt
and analon 170 dovices and two
corunicatinn.,

disk, line printer,

desiqgnated av qlaves,
other than binary
RSOV
Intarfaces esach, as shewn In Fiq,



3. The slave machines are desiqnatad 15 the
EDAS, assigned to data acquisition and control
of the ac-dc converter, coil, and BPA subsystems
of SMES and the CDAS, assigned to the remaining
subsystems.

The slave software has been
implemented as a standalone

entirely 1in MACRO assembly

primary objective of this apprnach was to
eliminate operating-system overhead and to
maximize the data acquisition rate of the slave
machines, The software for the two slaves s

almost identical, and only one design exercise

designed and
system written
language. The

was required,

The software for the two slaves will differ only
to the extent of specific control algorithms
allocated to the slaves. Our current approach
is to centralize all control algorithm
calculations in the SUPR computer. Discrete

analoqg o hinary outputs 15 required will he
executed by the slaves upon specific directiva

commands generated by the SUPR control
algorithns,

1.3 SYSTEM TIMING

The SUPR and slave machines communicate via

RSZ3? serial lines operated at 38.4-k baud rate,
One of the pairs of RS73™ lines oetwren the SUPR
and 1 slave Is used for message traffic (data,
commands, tnquiries); the other line is used for
timing contra! hetween the SUPR and slaves, The
base timing for the system s
der{ved

three-machine
t{mer
SUPR.

from 1 oneneral purpose
installed on  the
1-kHz

are  relayed

(programmabir ¢ lock)
This tima i operated at 2 Intarrupt
rate, These timing pulses to the
slave Machines by meanc of the timing contrnl

line., The slave machines use the pulses tn
maintain an  internal  software clock. The
current clock value Iin units of milliseconds

since nidnint*) 48 ysel to time-stamp 11 dat)

amd oyents sensml by Lo slaves., The SUPR can

resot the current cloc: vale in the twd slave

mazh{res PRL O 5imul tanenus ly sueh that

timn-tvping O f nzent, e data wathin the throe.

machinn  syntem fs  synchrani/ml within  one

millisecand.

4.4 DOWNLINE LOADING OF SLAVES

As indicated earlier, the slave machines have no
peripheral equipment for local loading of their
system and applications software. The slave soft-
ware is downline loaded from *he SUPR using the
seriil 1line normally used for message traffic
between machines. This downline load procedure
uses the microcode ODT  (Octal Debugging
Technique) facility available {in the LSI-11/23.
00T, operating in the slave, {5 used to first
downline load an "LDA* loader to tve slave. This

loader, {n turn, accepts and loads the s'ave
operational programs transmitted by the GSUPR
computer.

4,5 DATA MESSAGE STRUCTURE
The data communications protocol between machines,
in operational mode, consists of variable langth
7-bit ASCII strings. The first two characters of
4 message are an alphahetic prefix that
{dentifies to the receiving machine the validity
and disposition of a message. The trailing
character of a standard message is a combination
message-end and checksum byte whose high order
bit s set, The 7 least significant hits of this
byte represent a1 wmodulo 128 sum of the ASCI!
message string that precedes f{t.
hytus are

Four of these

mess age-cnd raserved for Mmessagn
“ack/nak* verificatinr ,atween machines,

5. SOFTWARE CONFJGUPATION
A basic approach in the design of the m:ltinachine
software was to make *he sliave machines appear as
axtensions of the supnrvisor machine. The data
acquisition and contrnl functions performed bty the
slaves could be allocated tn the SUPR if Lime and
memory Space  were

available, These tasks are

allacated to the slaves, hut primary control
still rnsidas in the SUPR., The SUPR can, by
dirnctive  messagey, start, stop, ar alter the
data  acquisition activities of the slaves,
Couperat ive software in the two=systen
environment onahles an operator, hy means of
keyboard  {nput, to Interrogate and/or control

most 3f *he functions aoparating independently in

the  slave  machines, This  organfzation {3



fllustrated in Fig. 4.
The key system functions common to the SUPR and
slave machines are: task scheduler,
intermachine message structure and handling, and
command decoding and execution.

5.1 TASK SCHEDULERS

The controlling softiare alement three
machines is a table-driven task scheduler. This
scheduler is the system *“idle 1loop* for the
three machines. Most applications sofiware
components are organized into tasks that execute
under control of the scheduler, Tasks are
called for execution on a round-robin basis such
that all tasks are of equal priority. A task,
once called, qgenerally executes to completion.
Tasks can be operated in either demand, timed,
or idle mude, The task can be switched between
modes f required by the task Itself, by some
other task, or by system fun:tion. Timed tasks
in the SUPR can be operated at a l-s resolution
rate. The slave scheduler provides for l-m; and
1-s timed resolution rate. The system overhead
incurred by this scheduler procedure is about 2%
of the machine execution capacity. A standard
timed task Included in a1l three machines
reports out the averie time expended in
executing all tasks defined for that machine,
This feature provides good visibility of the
computation load on thn machines and can be used
to measure the execution time of a task newlv
added to a system,

§.7 INTERMACYINE MESSAGE HANDLING

A common message structure 1§ used to
comunicate data, commands, or
messages betwaen machines.

in all

Informational
The system messaqn
handler package provides a simple Interface to
rser programs in either type of inachine., The
nessage handler ac-epts preformatted ASCII
messages or, for the slaves, a format 1ist
describing the messaae structure,

After  acceptance of 0 message,  teis handler
takes nyer the datalls required to quarantee the
tntegrity of messagn dellvery from machine to
machine, Messages are directed from machine tn

machine but not directly to specific  tasks

within a target machine. A message or command
decoder in either type machine receives
transmission-verified messages from the message
handler. This decoder compares the message
prefix with a list of commands legal for the
target machine to execute, Having verified a
message prefix, the decoder calls up a specific
routine associated with the prafix; this routine
completes any action or request implied by the
message type. Messages are of varianle length,
and any characters following the prefix may be
interpreted by the command completion routine as
data or command These data or
arguments are decoded from ASCII to binary and
stored in memory area common to, and accessible
by, all tasks, or stored in queuves used only by
specific tasks.

6. DATA BASE STRUCTURE
6.1 SUPR DATA BASE
The SUPR machine maintains a local run-time data
base that contains a copy of the latest available
data ‘nr all Input sources sampled by both slave
machines. This local data base is that used by
the SUPR in SMLS performance evaluation., control
algorithm calculations and as the source for
archival data storaae to disk.
The run-time data base in the SUPR contains input
daty varlable attributes such as variable name,
physical nwwer, units designation,
and(for analog channels) calibration dats and low/
high alarm 1limits, These attributes data are
predefined in an ASCII text file resident on the
SUPR system disk and are loaded into the run-time
data bhase upnan deadsstart of the SUPR prrgram,
Facilities are available to the SUPR operator to
dynamically  change  and/or inspect analeg
attributes data In the data hase subsequent to
the Initial loading.
6.7 DATA BASE UPDATE
Data acquirsd by the slaves
SUPR on an excepticon haely,

arguments.

channel

Is reported to the
These waceptions or
change data, are directed tn the local data base.
All hinary f{nput status changrs are reported.
Analaq Input changes are rep. ted only when the
current ADGC raw count for 4 glven analog channel



differs by N coun:is from the ‘ast repurt of
that channel. Different values of threshold
level N can be assigned individually to analog
channels,
The SUPR can, on demand, request the slaves to
transmit the latest reading of all input sources
sampled whether there has been any change or not.
6.3 SUPR CONTROL OF DATA ACQUISITION
The characteristics (device as<ignment, rate, and
channel sequence) of the input data sampling
functions parformed by the slaves 1is under
control of the SUPR software. These sampling
attributes are also derived from an ASCIT text
file and are relayed to the slaves as part of
the dead-start procedure., These attributes can
also be changed dynamically by operator command
input or as an output from control algorithm
calculations.

7. SLAVE SPECIFIC SOFTWARE
The principle role of the slaves s high-rate
data acquisition. A1l data sampled by the
slaves is stored in a slave-local data bdase.
Under the current executive taskloading, A data
rate of approximately 5000 <samples ber second
may be sustained, including the update of tha
local data base., Tihe slave sampling attrihutes

are dafined by command transmission from the

SUPR, The siaves continuously sample f{nput
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tile attribuies
To support SMES system failure
analysis, tha slaves maintain a history of all
data sampled in the most recent N seconds. All
memory available and otherwise unused by a slave
program code is definred and used as a first-in,
first-out (FIFO) ring buffer. Data, as sampled,
{s time-tagged to one ml1lisecond resolution and
stored in the FIFO.
Updating of the FIFO may be suspended,
Immediately or with a delay, on command from the
SUPR when it detects a SMES system failure,

8. PROJECT STATUS
The SMES project is currently antering the phase
in which all the participants begin to account
for their {deas. That is, much of the hardware
and softwara has been assembled and must be made
to work *together. The complete C/DAS 15 in place
on site, the interface wiring 13 installed, and
both the ac-dc converter and heat rejection
systems have been checked in tha manual mode.
Most of the slave software and some of the master
software has been checked. The control sequence
for he ac-dc converter has been designed and
cnded and check-out has been init{atad.
At this point, no major problems have arisen and
we we vary optimist'c that our approach will be
successful,

sources In compliance witn
recently defined.
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